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Abstract. A second-order Crank-Nicolson finite difference method, integrating a fast approximation of an exact discrete absorbing boundary condition, is proposed for solving the one-dimensional Schrödinger equation in the whole space. The fast approximation is based on Gaussian quadrature approximation of the convolution coefficients in the discrete absorbing boundary conditions. It approximates the time convolution in the discrete absorbing boundary conditions by a system of $O(\log^2 N)$ ordinary differential equations at each time step, where $N$ denotes the total number of time steps. Stability and error estimate are presented for the numerical solutions given by the proposed fast algorithm. Numerical experiments are provided, which agree with the theoretical results and show the performance of the proposed numerical method.
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1. Introduction. This article is concerned with the development and analysis of a fast algorithm for solving Cauchy problem of the one-dimensional Schrödinger equation:

$$\begin{align*}
    i \frac{\partial u(x,t)}{\partial t} &= \mathcal{L}(t)u(x,t), \quad \forall x \in \mathbb{R}, \; \forall t > 0, \quad (1.1a) \\
    \lim_{|x| \to +\infty} u(x,t) &= 0, \quad \forall t > 0, \quad (1.1b) \\
    u(x,0) &= u_0(x), \quad \forall x \in \mathbb{R}, \quad (1.1c)
\end{align*}$$

where $i = \sqrt{-1}$ denotes the imaginary unit, $u(x,t)$ the complex-valued wave function to be solved, and

$$\mathcal{L}(t) = -[\partial_x + iA(x,t)]^2 + V(x,t)$$

(1.2)

the time-dependent Schrödinger operator. The initial wave function $u_0(x)$, the real-valued magnetic potential $A(x,t)$ and the real-valued electric potential $V(x,t)$ are assumed to be smooth functions with compact supports in a bounded interval $(x_- , x_+)$.

The standard Schrödinger equation

$$i \frac{\partial \psi(x,t)}{\partial t} = -\partial_x^2 \psi(x,t) + V(x)\psi(x,t) + V_{ex}(x,t)\psi(x,t), \quad x \in \mathbb{R},$$

whose external electric potential $V_{ex}(x,t)$ has constant tails in $(-\infty, x_-] \cup [x_+, \infty)$, can always be converted to (1.1)-(1.2) with $A(x,t) = -\partial_x \int_0^t V_{ex}(x,s)ds$ through a...
transformation \( u(x, t) = e^{t \int_0^x V_s(x, s) ds} \psi(x, t); \) see [21] Section 2.

Under the assumptions above, it is known that the solution of the Cauchy problem (1.1) in the bounded domain \((x_-, x_+)\) coincides with the solution of the following initial-boundary value problem (cf. [3, 18, 21, 31]):

\[
\begin{align*}
i \partial_t u(x, t) & = \mathcal{L}(t) u(x, t), \quad \forall x \in (x_-, x_+), \forall t > 0, \quad (1.3a) \\
\sqrt{-i \partial_t} u(x_{\pm}, t) + \partial_n u(x_{\pm}, t) & = 0, \quad \forall t > 0, \quad (1.3b) \\
u(x, 0) & = u_0(x), \quad \forall x \in [x_-, x_+], \quad (1.3c)
\end{align*}
\]

where \( \partial_n \) denotes the outward normal derivative at the boundary points \( x_{\pm} \), and (1.3b) is often referred to as an absorbing boundary condition (ABC), with

\[
\sqrt{-i \partial_t} u(x_{\pm}, \cdot) = \mathcal{L}_s^{-1} \left[ \sqrt{-i s} (\mathcal{L} u)(x_{\pm}, s) \right] = \sqrt{-i \pi} \int_0^t (t-s)^{-\frac{1}{2}} \partial_s u(x_{\pm}, s) ds. \quad (1.4)
\]

Here \( \mathcal{L} u \) denotes the Laplace transform of \( u \) in time and \( \mathcal{L}_s^{-1} \) denotes the inverse Laplace transform with respect to the frequency \( s \). Such ABCs were constructed for various evolution equations in the literature to reduce the computation to a bounded domain of physical interest [2, 7, 9, 14, 32], also see [17, 28, 33–35] on high-dimensional and nonlinear problems. In the more general computational domains, (e.g., nonconvex domains where waves may leave and re-enter the domain), boundary integral equations can be constructed and taken as implicit boundary conditions on an artificial boundary [5, 19, 20, 27, 29].

The ABC (1.3b) contains a convolution operator \( \sqrt{-i \partial_t} \) in time, which depends on all the historical values of the solution on the boundary. As a consequence, the direct evaluation of a discrete ABC at the \( n \)th time step requires \( \mathcal{O}(n) \) operations to evaluate the numerical solutions from all the past \( n \) steps. Hence, fast algorithms for the ABC are important when the number of time steps is large. A fast algorithm based on Fourier transform was developed in [16], which can be used to evaluate the convolution integrals in the ABC exactly with \( \mathcal{O}(\log^2 N) \) operations and \( \mathcal{O}(N) \) storage for the computations up to the \( N \)th time step. By using quadrature approximation of the inverse Laplace transform representation of the convolution kernel with error \( \epsilon \), the convolution integrals in the ABC can be approximated within \( \mathcal{O}(N \log N) \log \frac{1}{\epsilon} \) operations and \( \mathcal{O}(\log N) \log \frac{1}{\epsilon} \) storage [23, 26]. Alternatively, the convolution kernel can be approximated by a sum of exponentials based on a nonlinear least squares algorithm with the same order of complexity and storage. Instead of approximating the convolution integrals directly, one can also approximate the discretized convolution integrals based on quadrature approximation of the weights [30], with complexity \( \mathcal{O}(N \log N) \log \frac{1}{\epsilon} \) and storage \( \mathcal{O}(\log N) \log \frac{1}{\epsilon} \).

For the initial-boundary value problem (1.3), an error estimate of \( \mathcal{O}(h^{-\frac{1}{2}}(h^2 + \tau^2)) \) was presented in [31] for a Crank-Nicolson finite difference method (with finite difference methods for spatial discretization and ABC), where \( \tau \) and \( h \) denote the time-step size and spatial mesh size. The error estimate is optimal up to a factor \( h^{-\frac{1}{2}} \), which was caused by using an \( L^2 \)-norm error estimate and controlling the boundary terms from the ABC through utilizing the inverse (trace) inequality. By using a stronger \( H^1 \)-norm error estimate, an optimal-order error estimate of \( \mathcal{O}(\tau^2 + h^2) \) was proved in [21] for a perturbed Crank–Nicolson method, integrating a fast approximation of the ABC based on Padé’s approximation of the generating function of the discrete convolution operator, with complexity \( \mathcal{O}(N^{\frac{3}{2}} \log N) \) and storage \( \mathcal{O}(N^{\frac{3}{2}} \log N) \) to maintain the
overall second-order accuracy.

In this paper we develop a new fast method to approximate the discrete ABC (described in section 2) without using contour integrals or Padé approximation. Instead, the fast algorithm is based on a simple Gaussian quadrature approximation of the discrete convolution coefficients on the real interval (0, 1). We prove an overall second-order convergence $O(\tau^2 + h^2)$ for a Crank–Nicolson finite difference method for (1.3a) in the interior domain, with the proposed fast approximation to the convolution quadrature discretization of the ABC (1.3b). The overall complexity and storage up to $N$th time step are $O(MN + N \log^2 N)$ and $O(M + \log^2 N)$, respectively, with $M$ denoting the nodes of spatial finite difference discretization.

2. Discretization of (1.3) with direct evaluation of the ABC. In this section, we first describe a Crank-Nicolson scheme for (1.3) with a discrete ABC, which is derived by first discretizing the original problem (1.1) with the Crank-Nicolson method and then reducing the discrete problem in the whole space to a bounded domain of computational interest. This semi-discretization scheme was introduced in [3]. We then present the stability analysis of time discretization and the finite difference method for spatial discretization. Fast approximation of this discrete ABC will be proposed in the next section.

2.1. $Z$-transform of a sequence of functions. Given a Hilbert space $\mathcal{H}$ with the inner product $(\cdot, \cdot)_{\mathcal{H}}$ and the induced norm $\| \cdot \|_{\mathcal{H}}$, let us introduce the semi-infinite sequence spaces:

$$\ell^2(\mathcal{H}) = \left\{ g = \{g^n\}_{n=0}^{+\infty} : g^0 \in \mathcal{H}, \|g\|_{\ell^2(\mathcal{H})} = \left( \sum_{n=0}^{+\infty} \|g^n\|_{\mathcal{H}}^2 \right)^{1/2} < \infty \right\},$$

$$\ell^2_0(\mathcal{H}) = \left\{ g = \{g^n\}_{n=0}^{+\infty} \in \ell^2(\mathcal{H}) : g^0 = 0 \right\}.$$

Examples of Hilbert spaces to be used in this paper include $\mathbb{C}^M$ and $L^2(I)$, where $M \geq 1$ is an integer and $I \subset \mathbb{R}$ is a finite or infinite interval. The inner product of $L^2(I)$ is defined as

$$(f,g)_{L^2(I)} = \int_I \overline{f(x)}g(x)dx, \quad \forall f, g \in L^2(I),$$

with $\overline{f(x)}$ denoting the complex conjugate of $f(x)$.

The linear space $\ell^2(\mathcal{H})$ is a Hilbert space with the inner product

$$(f,g)_{\ell^2(\mathcal{H})} = \sum_{n=0}^{+\infty} (f^n, g^n)_{\mathcal{H}}, \quad \forall f, g \in \ell^2(\mathcal{H}).$$

For any element in $g = \{g^n\}_{n=0}^{+\infty} \in \ell^2(\mathcal{H})$, we define its $Z$-transform as

$$\tilde{g}(z) = \sum_{n=0}^{+\infty} g^n z^n,$$

which is an $\mathcal{H}$-valued function holomorphic in the unit disk $\mathbb{D}$. The limit $\tilde{g}(z) = \lim_{r \to 1} \tilde{g}(rz)$ exists in $L^2(\partial \mathbb{D}; \mathcal{H})$, and the following Parseval’s identity holds:

$$(f,g)_{\ell^2(\mathcal{H})} = \int_{\partial \mathbb{D}} (\tilde{f}(z), \tilde{g}(z))_{\mathcal{H}} \mu(dz), \quad \forall f, g \in \ell^2(\mathcal{H}),$$

(2.1)

where $\mu(dz) = \frac{1}{2\pi} d\theta$ (the Haar measure) through the change of variable $z = e^{i\theta}$, with $\theta \in [-\pi, \pi)$. 
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For a sequence \( f = \{ f^n \}_{n=0}^{+\infty} \in \ell^2(\mathcal{H}) \), we define the shift operator \( S \) by \( Sf = \{ f^{n+1} \}_{n=0}^{+\infty} \). The average operator \( E \) and the forward difference quotient operator \( D_\tau \) are defined by

\[
E = \frac{S + I}{2} \quad \text{and} \quad D_\tau = \frac{S - I}{\tau},
\]

respectively. Besides, we make the following notations as our convention (to clarify the meaning of the identities in \((2.2)\)):

\[
Sf^n = (Sf)^n, \quad Ef^n = (Ef)^n, \quad D_\tau f^n = (D_\tau f)^n.
\]

It is straightforward to verify that for \( f, g \in \ell^2(\mathcal{H}) \) the following identities hold:

\[
\hat{S}f(z) = z^{-1} \hat{f}(z), \quad \hat{E}f(z) = \frac{z^{-1} + 1}{2} \hat{f}(z), \quad \hat{D_\tau}f(z) = \frac{z^{-1} - 1}{\tau} \hat{f}(z). \tag{2.2}
\]

Besides, for all \( f, g \in \ell^2(\mathcal{H}) \) the following identities hold:

\[
g^n D_\tau f^n = D_\tau (f^n g^{n-1}) - f^n D_\tau g^{n-1}, \quad \forall n \geq 0, \tag{2.3}
\]

\[
\text{Re}(D_\tau f^n, Ef^n)_{\mathcal{H}} = \frac{1}{2} D_\tau \| f^n \|_{\mathcal{H}}^2, \quad \forall n \geq 0, \tag{2.4}
\]

where \( g^{-1} := g^0 \). The identities \((2.1)-(2.4)\) will be used frequently in this paper.

### 2.2. The Crank-Nicolson scheme with a discrete ABC

We shall derive a time-stepping scheme for \((1.3)\) from the time discretization of the original problem \((1.1)\). To this end, we denote \( t_n = n\tau, n = 0, 1, 2, \ldots \), with \( \tau > 0 \) the step size for time discretization.

We discretize \((1.1)\) by the standard Crank-Nicolson scheme for the time-dependent Schrödinger equation:

\[
i D_\tau u^n(x) = \mathcal{L}^{n+\frac{1}{2}} E u^n(x), \quad \forall x \in \mathbb{R}, \; \forall n \geq 0,
\]

\[
\lim_{|x| \to +\infty} u^n(x) = 0, \quad \forall n \geq 1, \tag{2.5}
\]

\[
u^0(x) = u_0(x), \quad \forall x \in \mathbb{R},
\]

where \( u^n(x) \approx u(x, t_n) \) and \( \mathcal{L}^{n+\frac{1}{2}} = \mathcal{L}(t_{n+\frac{1}{2}}) \); see \((1.2)\).

Since \( u_0, A \) and \( V \) have compact supports in \([x_-, x_+]\), on the interval \([x_+, +\infty)\), the semi-discrete problem \((2.5)\) reduces to

\[
i D_\tau u^n(x) = -\partial_x^2 E u^n(x), \quad \forall x \in [x_+, +\infty), \; \forall n \geq 0,
\]

\[
u^0(x) = 0, \quad \forall x \in [x_+, +\infty), \tag{2.6}
\]

\[
\lim_{x \to +\infty} u^n(x) = 0, \quad \forall n \geq 1.
\]

Let \( \tilde{u}(x, z) \) denote the \( Z \)-transform of the sequence \( \{ u^n(x) \}_{n=0}^{+\infty} \). Applying the \( Z \)-transform to \((2.6)\) and using \((2.2)\), we obtain

\[
\frac{1}{i\tau} \frac{2 - 2z}{1 + z} \tilde{u}(x, z) - \partial_x^2 \tilde{u}(x, z) = 0, \quad \forall x \in [x_+, +\infty),
\]

\[
\lim_{x \to +\infty} \tilde{u}(x, z) = 0,
\]

whose solution can be generally expressed as

\[
\tilde{u}(x, z) = c_1^+ \exp \left( \frac{x}{\sqrt{\tau}} \sqrt{\frac{2 - 2z}{1 + z}} \right) + c_2^+ \exp \left( -\frac{x}{\sqrt{\tau}} \sqrt{\frac{2 - 2z}{1 + z}} \right),
\]

where \( \sqrt{\tau} \) takes nonnegative real parts for numbers in \( \mathbb{C} \setminus (-\infty, 0) \). The condition
\[ \lim_{x \to +\infty} \tilde{u}(x, z) = 0 \] implies \( c_1^+ = 0 \). This leads to the following identity (by differentiating \( \tilde{u}(x, z) \) with respect to \( x \)):

\[ \partial_x \tilde{u}(x, z) + \frac{1}{\sqrt{i \tau}} \sqrt{\frac{\tau - 2z}{1 + z}} \tilde{u}(x, z) = 0, \quad \forall z \in \mathbb{D}. \] (2.7)

Note that the function

\[ K(z) = \frac{1}{\sqrt{i}} \sqrt{\frac{2 - 2z}{1 + z}} \] (2.8)

is analytic in the unit disk \( \mathbb{D} \). Therefore, it has a power series expansion

\[ K(z) = \sum_{j=0}^{+\infty} K_j z^j, \quad \forall z \in \mathbb{D}. \] (2.9)

The explicit expression of \( K_j \) is given by (cf. [3,36])

\[ K_j = \sqrt{-2i \alpha_j}, \quad \alpha_j = \left\{ \begin{array}{ll}
\beta_k = \frac{(2k)!}{2^{2k}(k!)^2}, & j = 2k, \\
-\beta_{k+1} & j = 2k + 1.
\end{array} \right. \] (2.10)

Substituting (2.9) and \( \tilde{u}(x, z) = \sum_{n=0}^{+\infty} u_n(x) z^n \) into (2.7) yields an exact ABC for (2.5) at the right artificial boundary point \( x = x_+ \):

\[ \partial_x u_n(x_+) + \tau^{-\frac{1}{2}} (K_* u)^n(x_+) = 0, \quad \forall n \geq 0, \] (2.11)

where \( K_* \) is the convolution quadrature operator corresponding to the symbol \( \tilde{K}(z) \), namely,

\[ (K_* u)^n = \sum_{j=0}^{n} K_j u^{n-j}. \] (2.12)

For the simplicity of notation, for a function \( u(x, t) \) we denote

\[ K_* u(x, t_n) = \sum_{j=0}^{n} K_j u(t_{n-j}). \] (2.13)

Analogously, by analyzing the problem (2.5) on \( (-\infty, x_-) \), we derive an exact ABC at the left artificial boundary point \( x = x_- \):

\[ -\partial_x u_n(x_-) + \tau^{-\frac{1}{2}} (K_* u)^n(x_-) = 0, \quad \forall n \geq 1. \]

Consequently, the semi-discrete problem (2.5), originally defined on the whole space, can be reduced to the following semi-discrete problem on a bounded domain:

\[ iD_x u_n(x) = L_n^{1/2} E u_n(x), \quad \forall x \in (x_-, x_+), \quad \forall n \geq 0, \]

\[ \partial_x u_n(x_{\pm}) + \tau^{-\frac{1}{2}} (K_* u)^n(x_{\pm}) = 0, \quad \forall n \geq 0, \] (2.14)

\[ u_0(x) = u_0(x), \quad \forall x \in [x_-, x_+], \]

where \( \nu = \pm 1 \) denotes the unit outward normal at the boundary points \( x_{\pm} \).

Since the time discretization (2.5) in the whole space is of second order, it follows that the induced convolution quadrature at the boundary points \( x_{\pm} \) in (2.14) is also of second order:

\[ |\tau^{-\frac{1}{2}} (K_* u_{\pm})^n - \sqrt{-i \partial_t u(x_{\pm}, t_n)}| \leq C \tau^2, \] (2.15)

where \( u^n_{\pm} := u(x_{\pm}, t_n) \). A proof of (2.15) can be found in [21, Appendix A] (by substituting \( \sigma = 0 \) therein).
2.3. Stability of time discretization. The discrete operator $K_*$ in (2.14) obtained by convolution quadrature preserves the ‘sign property’ of the continuous convolution operator $\sqrt{-i\sigma}$, as shown in the following theorem.

**Theorem 2.1.** The discrete convolution operator $K_*$ is stable, in the sense that for any sequence $v = (v^0, v^1, \cdots)$ with $v^0 = 0$ and any $m \geq 0$, it holds that

$$\Im \sum_{n=0}^{m} E\bar{v}^n \cdot (K_* E v)^n \leq 0, \quad (2.16)$$

$$\Re \sum_{n=0}^{m} D_\tau v^n \cdot (K_* E v)^n \geq 0. \quad (2.17)$$

**Proof.** Let us consider the following exterior problem:

\[
i D_\tau \phi^n(x) = -\partial_x^2 E\phi^n(x), \quad \forall x \in [0, +\infty), \; \forall n \geq 0, \quad (2.18a)
\]

\[
\phi^0(x) = 0, \quad \forall x \in [0, +\infty), \quad (2.18b)
\]

\[
\phi^n(0) = v^n, \quad \lim_{x \to +\infty} \phi^n(x) = 0, \quad \forall n \geq 1. \quad (2.18c)
\]

We have seen that (2.6) implies (2.11). Similarly, the problem (2.18) implies

\[
\partial_x \phi^n(0) = -\tau^{-\frac{1}{2}} (K_* \phi)^n(0) = -\tau^{-\frac{1}{2}} (K_* v)^n. \quad (2.19)
\]

The $L^2(\mathbb{R}^+)$-inner product between $E\phi^n(x)$ and (2.18a) yields (by taking the imaginary part)

\[
\frac{1}{2} D_\tau \|\phi^n\|^2_{L^2(\mathbb{R}^+)} = \Im \left( E\phi^n(0) \partial_x E\phi^n(0) \right) = -\Im \left( \tau^{-\frac{1}{2}} E\bar{v} \cdot (K_* E v)^n \right),
\]

where we have used (2.18c)-(2.19) and the following identity in the last equality:

$$E(K_* v)^n = (K_* E v)^n. \quad (2.20)$$

Summing up the index $n$ from 0 to $m$ yields

$$\Im \sum_{n=0}^{m} E\bar{v}^n \cdot (K_* E v)^n = -\frac{1}{2\tau^\frac{1}{2}} \|\phi^{m+1}\|^2_{L^2(\mathbb{R}^+)} \leq 0. \quad (2.16)$$

Similarly, the $L^2(\mathbb{R}^+)$-inner product between $D_\tau \phi^n(x)$ and (2.18a) yields (by taking the real part)

\[
0 = \Re (D_\tau \phi^n, -\partial_x^2 E\phi^n)_{L^2(\mathbb{R}^+)}
\]

\[
= \Re (\partial_x D_\tau \phi^n, \partial_x E\phi^n)_{L^2(\mathbb{R}^+)} + \Re \left( D_\tau \phi^n(0) \partial_x E\phi^n(0) \right)
\]

\[
= \Re (\partial_x D_\tau \phi^n, \partial_x E\phi^n)_{L^2(\mathbb{R}^+)} - \Re \left( \tau^{-\frac{1}{2}} D_\tau v^n (K_* E v)^n \right),
\]

where we have used (2.18c)-(2.19) and (2.20) in the last equality. Since

\[
\Re (\partial_x D_\tau \phi^n, \partial_x E\phi^n)_{L^2(\mathbb{R}^+)} = \frac{1}{2} D_\tau \|\partial_x \phi^n\|^2_{L^2(\mathbb{R}^+)}
\]

it follows that

\[
\Re \left( \tau^{-\frac{1}{2}} D_\tau v^n (K_* E v)^n \right) = \frac{1}{2} D_\tau \|\partial_x \phi^n\|^2_{L^2(\mathbb{R}^+)}. \quad (2.17)
\]

Summing up the index $n$ from 0 to $m$ yields

$$\Re \sum_{n=0}^{m} D_\tau v^n \cdot (K_* E v)^n = \frac{1}{2\tau^\frac{1}{2}} \|\partial_x \phi^{m+1}\|^2_{L^2(\mathbb{R}^+)} \geq 0.$$
This completes the proof of Theorem 2.1.\[\square\]

**Remark 2.1.** In [21] Proposition 5.3] we have proved similar sign properties

\[\text{Im} \sum_{n=0}^{m} f(n) \leq 0, \quad \forall m \geq 0, \quad (2.21)\]

\[\text{Re} \sum_{n=0}^{m} (D_x + \sigma E) f(n) \geq 0, \quad \forall m \geq 0. \quad (2.22)\]

It is seen that $\sigma = 0$ yields (2.16)-(2.17). However, the proof of [21 Proposition 5.3] does not apply to the case $\sigma = 0$, as the extended sequence $f(n) = \frac{1-\sigma}{\sigma} f(n-1)$, $n = m + 1, m + 2, \ldots$, used in the proof of [21 Proposition 5.3] is not in $\ell^2(\mathbb{C})$ in the case $\sigma = 0$.

### 2.4. Spatial discretization.

Let $M$ be a positive integer and $h = (x_+ - x_-)/M$ the mesh size. We define the spatial and temporal mesh points

\[x_k = x_+ + \left( k - \frac{1}{2} \right) h, \quad k = 0, 1, \ldots, M + 1,\]

\[t_n = n \tau, \quad n = 0, 1, \ldots, N,\]

with $x_0$ and $x_{M+1}$ being two ghost points. Without loss of generality, we assume that the initial data and potentials are zero outside the interval $(x_1, x_M)$. Otherwise we slightly enlarge the computational domain.

Given a vector $v = (v_0, \cdots, v_{M+1}) \in \mathbb{C}^{M+2}$, we denote

\[\nabla h v = (\nabla h v_0, \cdots, \nabla h v_M), \quad P v := (v_1, \cdots, v_M) \quad \text{and} \quad Q v := (v_0, \cdots, v_M),\]

where

\[\nabla h v_k = \frac{v_{k+1} - v_k}{h}, \quad k = 0, 1, \ldots, M.\]

Besides, we define the Neumann and Dirichlet data

\[\partial^+_x v = \frac{v_0 - v_1}{h}, \quad \partial^+_x v = \frac{v_{M+1} - v_M}{h}, \quad \gamma^- v = \frac{v_0 + v_1}{2}, \quad \gamma^+ v = \frac{v_{M+1} + v_M}{2}.\]

The inner product between $\phi = (\phi_1, \cdots, \phi_M) \in \mathbb{C}^M$ and $\varphi = (\varphi_1, \cdots, \varphi_M) \in \mathbb{C}^M$ is defined as

\[\langle \phi, \varphi \rangle_h = h \sum_{k=1}^{M} \phi_k \varphi_k,\]

while the inner product between $\chi = (\chi_0, \cdots, \chi_M) \in \mathbb{C}^{M+1}$ and $\omega = (\omega_0, \cdots, \omega_M) \in \mathbb{C}^{M+1}$ is defined as

\[\langle \chi, \omega \rangle_h = \frac{h}{2} \chi_0 \omega_0 + h \sum_{k=1}^{M-1} \chi_k \omega_k + \frac{h}{2} \chi_M \omega_M.\]

The induced norms for the inner products on $\mathbb{C}^M$ and $\mathbb{C}^{M+1}$ are denoted by

\[\|\phi\|_h = \sqrt{\langle \phi, \phi \rangle_h} \quad \text{and} \quad |\chi|_h = \sqrt{\langle \chi, \chi \rangle_h},\]

respectively.

A second-order spatial discretization operator $L_h^x$ for approximating the continuous differential operator $L(t_n)$ is defined by

\[L_h^x v := ((L_h^x v)_1, \cdots, (L_h^x v)_M), \quad \forall v = (v_0, \cdots, v_{M+1}) \in \mathbb{C}^{M+2},\]
with
\[(\mathcal{L}_h^n u)_k := -v_{k-1} + 2v_k - v_{k+1} + \frac{A(x_{k+\frac{1}{2}}, t_n)v_{k+1} - A(x_{k-\frac{1}{2}}, t_n)v_{k-1}}{ih} + [V(x_k) + A^2(x_k, t_n)]v_k.\]

For the simplicity of notations, we use the abbreviation \(\mathcal{L}_h^n u_k := (\mathcal{L}_h^n u)_k\). A direct computation yields the following discrete Green’s formula (with element-wise multiplication by \(U^n\) and \(A^n\)):
\begin{align*}
(P v, \nabla_h^n w)_h &= (\nabla_h^n v, \nabla_h^n w)_h + (P v, U^n P w)_h - \gamma^n \overrightarrow{v} \cdot \partial^n_h w, \quad \forall v, w \in \mathbb{C}^{M+2}, \quad (2.23)
\end{align*}

where
\[
\nabla_h = \nabla + iA^n Q,
\]
with \(A^n = (A^n_0, \ldots, A^n_M), \quad U^n = (U^n_1, \ldots, U^n_M)\) and
\[
A^n_k = A(x_{k+\frac{1}{2}}, t_n), \quad U^n_k = V(x_k) + A^2(x_k, t_n) - A^2(x_{k+\frac{1}{2}}, t_n).
\]

In the time-stepping scheme (2.14), replacing the function \(u^n(x)\) by the vector \(u^n = (u^n_0, \ldots, u^n_{M+1})\) and replacing the continuous operator \(\mathcal{L}^{n+\frac{1}{2}}\) with its discrete analogue \(\mathcal{L}_h^{n+\frac{1}{2}}\), we obtain the following fully discrete finite difference scheme:
\begin{align*}
i D_r P u^n &= \mathcal{L}_h^{n+\frac{1}{2}} E u^n, \quad \forall n \geq 0, \quad (2.24a) \\
\partial^n \pm \nu u^n + \tau^{-\frac{1}{2}}(K \ast \nabla u^n)^n &= 0, \quad \forall n \geq 0, \quad (2.24b) \\
u^0 = (u_0(x_0), \ldots, u_0(x_{M+1})). \quad (2.24c)
\end{align*}

3. Fast approximation of (2.24). In this section, we introduce a fast algorithm for approximating the discrete convolution in (2.24b). The stability and convergence of the proposed algorithm will be presented in the next section.

3.1. Approximation by exponential sums. Let us recall the convolution coefficients (2.10). Since
\[
\beta_k = \frac{\Gamma(2k+1)}{2^k \Gamma(k+1)^2},
\]
applying the Legendre duplication formula (cf. page 29 and 41 in [6]), we derive
\[
\beta_k = \frac{1}{\sqrt{\pi}} \frac{\Gamma(k+\frac{1}{2})}{\sqrt{k+1}} = \frac{2}{\pi} \int_0^\frac{\pi}{2} \sin^{2k} \theta d\theta = \int_0^1 s^{2k} \mu(ds) \quad \text{(with } \mu(ds) = \frac{2ds}{\pi \sqrt{1-s^2}}) = \sum_{i=0}^{L-1} \int_{1-2^{-i-1}}^{1-2^{-i}} s^{2k} \mu(ds) + \int_{1-2^{-L}}^1 s^{2k} \mu(ds) \quad (3.1)
\]
\[
\approx \sum_{i=0}^{L-1} \sum_{j=1}^L \omega_L, \omega_{L,i} + \sum_{j=1}^L s^{2k} \omega_{L,i} \approx \beta_k^{(L)} = \sum_{m=1}^{L^2} \sum_{j=1}^{s^{2k} \omega_m},
\]
Moreover, there exists the property of the Gaussian orthogonal polynomial is the following inequality:

\[ |\beta_k^* - \beta_k| \leq \sqrt{\pi} L^\frac{1}{3} K^{0.075L} \hspace{1cm} k = 0, \ldots, N, \]  

(3.5)

and introduce \( K^{(L)*} \) as the discrete convolution associated with the convolution coefficients \( K^{(L)} \), namely,

\[ K^{(L)*} v^n = \sum_{j=0}^{n} K_j^{(L)} v^{n-j}. \]  

(3.3)

Replacing the convolution \( K^* \) in (2.24b) by \( K^{(L)*} \) yields the following approximating problem:

\[ iD_x P u^n = L^{n+\frac{1}{2}} E u^n, \hspace{1cm} \forall n \geq 0, \]  

(3.4a)
\[ \partial_x^2 u^n + \tau^{-\frac{1}{2}} (K^{(L)*} \cdot u^n) = 0, \hspace{1cm} \forall n \geq 0, \]  

(3.4b)
\[ u^0 = (u_0(x_0), \ldots, u_0(x_{M+1})). \]  

(3.4c)

Problem (3.4) can be solved by a fast algorithm described in the next subsection.

**Proposition 3.1.** If \( L \geq \log_2(N) \) then

\[ |\beta_k^{(L)} - \beta_k| \leq \frac{e^2 \sqrt{\pi}}{2} L^{\frac{3}{2}} 0.075 L \]  

(3.2)

\[ |K_j^{(L)} - K_j| \leq e^2 \sqrt{\pi} L^{\frac{3}{2}} 0.075 L, \]  

(3.3)

**Proof.** Let \( f(t) = t^{2k} \). Let \( s_{i,j}, j = 1, \ldots, L, \) be the Gaussian quadrature nodes in the interval \([1 - 2^{-l}, 1 - 2^{-l-1}]\), and let \( s_{i,j}^* = 1 - 2^{-l} + 2^{-l-1} j/L, j = 1, \ldots, L, \) be the uniformly distributed nodes in the interval \([1 - 2^{-l}, 1 - 2^{-l-1}]\). Then a basic property of the Gaussian orthogonal polynomial is the following inequality:

\[ \int_{1-2^{-l-1}}^{1-2^{-l-1}} \prod_{j=1}^{L} (s - s_{i,j})^2 \mu(ds) \leq \int_{1-2^{-l-1}}^{1-2^{-l-1}} \prod_{j=1}^{L} (s - s_{i,j}^*)^2 \mu(ds). \]  

(3.7)

Moreover, there exists \( \xi \in [1 - 2^{-l}, 1 - 2^{-l-1}] \) such that

\[ \int_{1-2^{-l-1}}^{1-2^{-l-1}} s^{2k} \mu(ds) - \sum_{j=1}^{L} s_{i,j}^2 \omega_{i,j} \]

\[ \leq \frac{|f^{(2L)}(\xi)|}{(2L)!} \int_{1-2^{-l-1}}^{1-2^{-l-1}} \prod_{j=1}^{L} (s - s_{i,j})^2 \mu(ds) \]

\[ \leq \frac{|f^{(2L)}(\xi)|}{(2L)!} \int_{1-2^{-l-1}}^{1-2^{-l-1}} \prod_{j=1}^{L} (s - s_{i,j}^*)^2 \mu(ds) \]  

(use (3.7) here)

\[ \leq \frac{(2k)^{2L}(1 - 2^{-l-1})^{2k-2L}}{(2L)!} \int_{1-2^{-l-1}}^{1-2^{-l-1}} \prod_{j=1}^{L} (s - s_{i,j}^*)^2 \mu(ds) \]
Since

Substituting the inequality above into (3.8), we obtain

\[
L_k^2 \geq \left( 2 - \frac{1}{2^{l-i-1}} \right) \frac{\prod_{j=1}^{L} \left( 1 - \frac{j^2}{L^2} \right)}{(2L)!} \mu(ds)
\]

\[
\leq \frac{(2k)^{2L}(1 - 2^{-l-1})^{2k-2L}}{(2L)!} \int_{1-2^{-i}}^{1-2^{-l-1}} \left( 2 - \frac{(l+1)(2L)}{L^2} \right) \mu(ds)
\]

\[
\leq \frac{(2k)^{2L}(1 - 2^{-l-1})^{2k-2L}}{(2L)!} 2^{-l(1+2L)} \frac{(L/2)^2 \pi}{L^{2L/2}}
\]

\[
\leq \frac{(2k)^{2L}(1 - 2^{-l-1})^{2k-2L}}{(2L)^{2L+\frac{1}{2}}e^{-2L}} 2^{-l(1+2L)} \frac{L^{2L+1}e^{-2L}}{L^{2L/2}} \frac{e^2 \pi}{2\sqrt{2\pi}}
\]

(3.8)

(3.10)

use Stirling’s approximation

It is easy to calculate that for any given \( l \geq 0 \) the function

\[
g(y) := (2y)^{2L}(1 - 2^{-l-1})^{2y-2L}, \quad \forall y \in [0, \infty)
\]

achieves maximum value at a point \( y_{\text{min}} \) satisfying \( g'(y_{\text{min}}) = 0 \), i.e.,

\[
y_{\text{min}} = \frac{-L}{\ln(1 - 2^{-l-1})}.
\]

By using Taylor’s expansion, we have

\[
\ln(1 - x) = -x - \frac{x^2}{2(1 - \theta x)^2}, \quad \text{for some} \quad \theta \in (0, 1) \quad \text{depending on} \quad x.
\]

which implies

\[
-2x \leq \ln(1 - x) \leq -x, \quad \forall x \in [0, 1/2].
\]

As a result, there exists \( c_l \in [\frac{1}{2}, 1] \) such that

\[
\ln(1 - 2^{-l-1}) = -2^{-l-1}/c_l \quad \text{and} \quad y_{\text{min}} = L^{2l+1}c_l.
\]

Thus

\[
(2k)^{2L}(1 - 2^{-l-1})^{2k-2L} = g(k) \leq g(y_{\text{min}}) = (L^{2l+1}c_l)^{2L}(1 - 2^{-l-1})^{2L^{2l+1}c_l-2L}
\]

\[
= (L^{2l+1}c_l)^{2L}e^{(2L^{2l+1}c_l-2L)}\ln(1-2^{-l-1})
\]

\[
= (L^{2l+1}c_l)^{2L}e^{(2L^{2l+1}c_l-2L)-2^{-l-1}/c_l}
\]

\[
= L^{2L^2(2l+1)2L^{2l+1}c_l^2}e^{-(2-c_l)^{2^{-l-1}L}}.
\]

Since \( c_0 = 2^{-1}/\ln(2) \approx 0.72 \) and \( c_l \geq c_0 \) for \( l \geq 1 \), the last equality implies

\[
(2k)^{2L}(1 - 2^{-l-1})^{2k-2L} \leq \begin{cases} 
L^{2L^2(2l+1)2L^{2l+1}0.2814} & \text{if } l = 0, \\
L^{2L^2(2l+1)2L^{2l+1}0.1817}e^{-(2-0.87^{-1}2^{-2})L} & \text{if } l = 1, \\
L^{2L^2(2l+1)2L^{2l+1}e^{-3L/2}} & \text{if } l \geq 2.
\end{cases}
\]

Substituting the inequality above into (3.8), we obtain

\[
\left| \int_{1-2^{-i}}^{1-2^{-l-1}} s^{2k} \mu(ds) - \sum_{j=1}^{L} s_{1,j}^{2k} \omega_{L,j} \right| \leq L^2 e^{-L} \frac{e^2 \pi}{2^{2L+\frac{1}{2}} \sqrt{2\pi}}.
\]

(3.9)

Similarly, for \( L \geq \log_2(k) \),

\[
\left| \int_{1-2^{-L}}^{1} s^{2k} - \sum_{j=1}^{L} s_{L,j}^{2k} \omega_{L,j} \right| \leq \frac{(2k)^{2L^2(2l+1)2L^{2l+1}}}{2^{2L+\frac{1}{2}} L^{2L^2(2l+1)2L^{2l+1}}} e^2 \pi \leq \frac{1}{2^{2L+\frac{1}{2}} L^{2L^2(2l+1)2L^{2l+1}}} \frac{e^2 \pi}{2\sqrt{2\pi}}
\]

(3.10)
Overall, for $L \geq \log_2(N)$ and $0 \leq k \leq N$,

$$|\beta_k^{(L)} - \beta_k| \leq \sum_{i=0}^{L-1} \frac{L^i}{2^{2L+\frac{1}{2}}} \frac{e^{2\pi}}{2\sqrt{2\pi}} + \frac{1}{2^{2L+\frac{1}{2}}} \frac{e^{2\pi}}{2\sqrt{2\pi}} \leq \frac{e^{2\sqrt{\pi}} L^\frac{3}{2}}{2} 0.075 L. \quad (3.11)$$

This proves Proposition 3.1 in view of (3.2).

**Remark 3.1.** The function $e^{2\sqrt{\pi}} L^\frac{3}{2} 0.075 L$ exponentially decays with respect to $L \geq 1$. Thus the approximation $K_j^{(L)}$ of the convolution coefficients $K_j$ is exponentially convergent. For any $0 < \epsilon < \frac{1}{2}$, there exists a unique real number $L_\epsilon \geq 1$, $L_\epsilon = O(\log_2(1/\epsilon))$ as $\epsilon \to 0$,

such that $e^{2\sqrt{\pi}} L_\epsilon^\frac{3}{2} 0.075 L_\epsilon = \epsilon$ and thus

$$|K_j^{(L)} - K_j| \leq \epsilon,$$

for $L \geq L_\epsilon$.

### 3.2. Implementation algorithm

In this subsection, we describe the fast algorithm for the implementation of the numerical scheme (3.4). By introducing $v^n = E u^n$, the problem (3.4) can be rewritten in the following equivalent form:

$$2i\tau^{-1}P v^n = L_h^{n+\frac{1}{2}} v^n + 2i\tau^{-1}P u^n, \quad \forall n \geq 0, \quad (3.12a)$$

$$\partial_\tau^+ v^n + \tau^{-\frac{1}{2}} (K^{(L)}(L) \gamma^ L v)^n = 0, \quad \forall n \geq 0, \quad (3.12b)$$

$$u^{n+1} = 2v^n - u^n, \quad \forall n \geq 0, \quad (3.12c)$$

$$u^0 = (u_0(x_0), \ldots, u_0(x_{M+1})). \quad (3.12d)$$

In view of (3.2), the boundary condition (3.12b) is equivalent to

$$\partial_\tau^+ v^n + \sqrt{-2i\tau^{-\frac{1}{2}}} \beta_0^{(L)} \gamma^ L v^n + \sqrt{-2i\tau^{-\frac{1}{2}}} \sum_{j=1}^n \alpha_j^{(L)} \gamma^ L v^{n-j} = 0. \quad (3.13)$$

Since

$$\sum_{j=1}^n \alpha_j^{(L)} \gamma^ L v^{n-j} = \begin{cases} \sum_{m=1}^{L^2} \omega_m \left( \sum_{j=1}^k s_m^{2j} \gamma^ {2j-2} - \sum_{j=1}^{k-1} s_m^{2j} \gamma^ {2j-2} - \gamma^ {2k-1} - s_m^{2j} \gamma^ {2k-1} \right), & n = 2k, \\
\sum_{m=1}^{L^2} \omega_m \left( \sum_{j=1}^k s_m^{2j} \gamma^ {2j+1} - \sum_{j=1}^{k} s_m^{2j} \gamma^ {2j+1} - \gamma^ {2k} \right), & n = 2k + 1, \end{cases}$$

by setting

$$F^\pm_m(k) = \sum_{j=1}^k s_m^{2j} \gamma^ {2j-2} \quad \text{and} \quad G^\pm_m(k) = \sum_{j=1}^k s_m^{2j} \gamma^ {2j+1-2} \quad (3.14)$$

we have (for $n \geq 1$)

$$\sum_{j=1}^n \alpha_j^{(L)} \gamma^ L v^{n-j} = \begin{cases} \sum_{m=1}^n \omega_m [F^\pm_m(k) - G^\pm_m(k - 1) - \gamma^ {2k-1}], & n = 2k, \\
\sum_{m=1}^n \omega_m [G^\pm_m(k) - F^\pm_m(k - 2) - \gamma^ {2k}], & n = 2k + 1. \end{cases} \quad (3.15)$$

According to (3.14), it holds that

$$F^\pm_m(k + 1) = s_m^{2k} \gamma^ {2k} + F^\pm_m(k), \quad F^\pm_m(0) = 0, \quad (3.16)$$
and

\[ G_m^\pm (k + 1) = s_m^2 \left[ \gamma^\pm v^{2k+1} + G_m^\pm (k) \right], \quad G_m^\pm (0) = 0. \]  

(3.17)

By using (3.15)-(3.17), the summation term involved in (3.13) can be derived within \(O(L^2)\) operations. The total computation cost of the problem (3.4) at a single time step is of order \(O(L^2 + M)\). Thus the computational cost up to \(N\)th time step is \(O(N(L^2 + M))\). This significantly reduces the computation when \(L^2 \ll N\), compared with the complexity \(O(N(N + M))\) of the direct evaluation method.

4. Stability and accuracy of the numerical solutions. In this section, we present stability analysis and error estimate for the fast algorithm (3.4). In particular, \(L = O(\log N)\) guarantees second-order convergence of the numerical solutions.

4.1. Stability of the discrete problem. To investigate the stability of the fast algorithm (3.4) with perturbed right side, we consider the following problem of \(\phi^n \in \mathbb{C}^{M+2}, n = 0, 1, \ldots, N:\)

\[ iD_T \mathcal{P} \phi^0 = L_h^{n+\frac{1}{2}} \mathcal{E} \phi^0 + f^n, \quad \forall n \geq 0, \]  

(4.1)

\[ \tau^{-\frac{1}{2}} (K^{(L)} \ast \gamma^\pm \phi^0) + \partial_{\nu^L} \phi^0 = g^0_{\pm}, \quad \forall n \geq 0, \]  

(4.2)

\[ \phi^0 = (0, \ldots, 0) \in \mathbb{C}^{M+2}, \]  

(4.3)

with \(g^0_{\pm} = 0\), where the discrete convolution operator \(K^{(L)}\) is defined in (3.3).

**Theorem 4.1.** For \(\epsilon = O(\tau^{\frac{3}{2}})\), there exists a positive constant \(\tau_0\) such that for \(\tau \leq \tau_0\) the solutions of (4.1)-(4.3) satisfy the following stability estimate for \(k = 1, \ldots, N:\)

\[ \|\mathcal{P} \phi^k\|^2_h + |\nabla^n \phi^k|^2_h \leq C \left( \|f^{k-1}\|^2_h + |g^k_{\pm}|^2 + |g^{k-1}_{\pm}|^2 + \tau \sum_{n=0}^{k-1} (\|f^n\|^2_h + \|D_T f^{n-1}\|^2_h + |g^n_{\pm}|^2 + |D_T g^{n-1}_{\pm}|^2) \right). \]  

(4.4)

**Proof.** Applying the operator \(E\) to (4.2) yields

\[ \tau^{-\frac{1}{2}} (K^{(L)} \ast \gamma^\pm E \phi^0) + \partial_{\nu^L} E \phi^0 = E g^0_{\pm}, \quad \forall n \geq 0. \]  

(4.5)

We further rewrite (4.5) as

\[ \tau^{-\frac{1}{2}} K \ast \gamma^\pm E \phi^0 + \partial_{\nu^L} E \phi^0 = E g^0_{\pm} + \eta^n, \quad \forall n \geq 0, \]  

(4.6)

with

\[ \eta^n = \tau^{-\frac{1}{2}} (K - K^{(L)}) \ast \gamma^\pm E \phi^0, \]

which satisfies

\[ |\eta^n| \leq \sum_{j=0}^{n} \tau^{-\frac{1}{2}} |K_{n-j} - K^{(L)}_{n-j}| \|\gamma^\pm E \phi^j|, \]

and thus

\[ \|(\eta^n)^k_{n=0}\|_{\mathcal{E}(\zeta)} \leq \tau^{-\frac{1}{2}} \|(K_{n-j} - K^{(L)}_{n-j})^k_{n=0}\|_{\mathcal{E}(\zeta)} \|(\gamma^\pm E \phi^k_{n=0})\|_{\mathcal{E}(\zeta)} \]

\[ \leq cT \tau^{-\frac{3}{2}} \|(\gamma^\pm E \phi^k_{n=0})\|_{\mathcal{E}(\zeta)} \]

\[ \leq cT \tau^{-\frac{3}{2}} E \|(\gamma^\pm \phi^k_{n=0})\|_{\mathcal{E}(\zeta)}. \]  

(4.7)
We define
\[ f^{-1} = f^0, \quad g^{-1}_\pm = g^0_\pm, \quad \eta^{-1} = \eta^0 \quad \text{and} \quad U^{-1} = U^0. \]

The inner product between \( PE\phi^n \) and \( (4.1) \) yields (by taking the imaginary part)
\[ \Re(PE\phi^n, D_\tau PE\phi^n)_h = \Im(PE\phi^n, C^{n}_{h} E\phi^n)_h + \Im(PE\phi^n, f^n)_h. \quad (4.8) \]

Applying the discrete Green formula \( (2.23) \) and \( (4.6) \) yields
\[
\frac{1}{2} D_\tau \| P\phi^n \|_h^2 \\
= \Im(PE\phi^n, U^n PE\phi^n)_h - \Im(\gamma^\pm E\phi^n \cdot \partial^\pm_\tau E\phi^n) + \Im(PE\phi^n, f^n)_h \\
= \Im(EP\phi^n, U^n EP\phi^n)_h + \tau^{-\frac{1}{2}} \Im(\gamma^\pm E\phi^n K \ast \gamma^\pm E\phi^n) - \Im(\gamma^\pm E\phi^n (Eg^n_\pm + \eta^n)) \\
+ \Im(EP\phi^n, f^n)_h \\
\leq \Im(EP\phi^n, U^n EP\phi^n)_h - \Im(\gamma^\pm E\phi^n (Eg^n_\pm + \eta^n)) + \Im(EP\phi^n, f^n)_h \\
\leq CE\| P\phi^n \|_h^2 + |\gamma^\pm \phi^n| |(Eg^n_\pm) + |\eta^n|) + E\|P\phi^n\|_h\|f^n\|_h. \quad (4.9) \]

Multiplying the inequality above by \( \tau \) and summing up the results for \( n = 0, \ldots, k-1 \), we obtain
\[
\frac{1}{2} \| P\phi^k \|_h^2 \\
\leq C \tau \sum_{n=0}^{k} \| P\phi^n \|_h^2 + \left( \tau \sum_{n=0}^{k-1} |\gamma^\pm \phi^n|^2 \right)^{\frac{1}{2}} \left( \tau \sum_{n=0}^{k-1} |Eg^n_\pm|^2 + \tau \sum_{n=0}^{k-1} |\eta^n|^2 \right)^{\frac{1}{2}} \\
+ \left( \tau \sum_{n=0}^{k-1} \| P\phi^n \|_h \right)^{\frac{1}{2}} \left( \tau \sum_{n=0}^{k-1} \| f^n \|_h \right)^{\frac{1}{2}} \\
\leq C \tau \sum_{n=0}^{k} \| P\phi^n \|_h^2 + \left( \tau \sum_{n=0}^{k-1} |\gamma^\pm \phi^n|^2 \right)^{\frac{1}{2}} \left( \tau \sum_{n=0}^{k-1} |g^n_\pm|^2 + (\epsilon T \tau^{-\frac{1}{2}})^2 \tau \sum_{n=0}^{k-1} |\gamma^\pm \phi^n|^2 \right)^{\frac{1}{2}} \\
+ \left( \tau \sum_{n=0}^{k-1} \| P\phi^n \|_h \right)^{\frac{1}{2}} \left( \tau \sum_{n=0}^{k-1} \| f^n \|_h \right)^{\frac{1}{2}} \\
\leq C \tau \sum_{n=0}^{k} \| P\phi^n \|_h^2 + \left( \delta + \epsilon T \tau^{-\frac{1}{2}} \right) \tau \sum_{n=0}^{k-1} |\gamma^\pm \phi^n|^2 + \delta^{-1} \left( \tau \sum_{n=0}^{k} |g^n_\pm|^2 + \tau \sum_{n=0}^{k-1} \| f^n \|_h^2 \right), \quad (4.10) \]
which holds for arbitrary \( \delta > 0 \) and \( k = 1, \ldots, N \).

On the other hand, the inner product between \( D_\tau P\phi^n \) and \( (4.1) \) yields (by taking the real part)
\[
\Re(D_\tau P\phi^n, C^{n}_{h} E\phi^n)_h = -\Re(D_\tau P\phi^n, f^n)_h \\
= -D_\tau \Re(P\phi^n, f^{n-1})_h + \Re(P\phi^n, D_\tau f^{n-1})_h, \quad (4.11) \]
where we have used \( (2.3) \) in to derive the last equality. By denoting
\[ d_\tau v^n := \frac{v^{n+\frac{1}{2}} - v^n}{\tau}, \]
it is straightforward to verify that
\[
\nabla^{n+\frac{1}{2}}_h D_\tau \phi^n = D_\tau \nabla^{n}_{h} \phi^n - id_\tau A^{n+\frac{1}{2}} Q\phi^{n+1} - id_\tau A^n Q\phi^n, 
\]
Thus applying the discrete Green formula (2.23) yields

\[
\mathbb{R}(D_\tau P\phi^n, L_h^{n+\frac{1}{2}} E\phi^n)_h = \mathbb{R}(\nabla_h^{n+\frac{1}{2}} D\phi^n, \nabla_h^{n+\frac{1}{2}} E\phi^n)_h + \mathbb{R}(D_\tau P\phi^n, U^{n+\frac{1}{2}} E P\phi^n)_h - \mathbb{R}\left(\gamma^{\pm}_h D_\tau \phi^n \partial_\nu^\pm E\phi^n\right)
\]

\[
= \mathbb{R}(D_\tau \nabla_h\phi^n - id, A^{n+\frac{1}{2}} Q\phi^{n+1} - id, A^n Q\phi^n, E\nabla_h^n \phi^n - \frac{\tau}{2} d_\tau A^n Q\phi^n + \frac{\tau}{2} d_\tau A^n Q\phi^n)_h
\]

\[+ \sum_{j=1}^M h U_j^{n+\frac{1}{2}} \frac{1}{2} D_\tau |P\phi^n|^2 - \mathbb{R}\left(\gamma^{\pm}_h D_\tau \phi^n \partial_\nu^\pm E\phi^n\right)\]

\[= \frac{1}{2} D_\tau |\nabla_h^n \phi^n|^2_h + \mathbb{R}(D_\tau \nabla_h\phi^n - id, A^{n+\frac{1}{2}} Q\phi^{n+1} - id, A^n Q\phi^n, E\nabla_h^n \phi^n - \frac{\tau}{2} d_\tau A^n Q\phi^n)_h
\]

\[+ \sum_{j=1}^M h U_j^{n+\frac{1}{2}} \frac{1}{2} D_\tau |P\phi^n|^2 - \mathbb{R}\left(\gamma^{\pm}_h D_\tau \phi^n \partial_\nu^\pm E\phi^n\right)\]

\[\geq \frac{1}{2} D_\tau |\nabla_h^n \phi^n|^2_h + \frac{1}{2} D_\tau \sum_{j=1}^M h U_j^{n-\frac{1}{2}} |P\phi_j^n|^2 - \frac{1}{2} \sum_{j=1}^M h D_\tau U_j^{n-\frac{1}{2}} ||P\phi_j^n||^2
\]

\[\quad - CE|\nabla_h^n \phi^n|_h E|Q\phi^n|_h - \mathbb{R}\left(\gamma^{\pm}_h D_\tau \phi^n (Eg^n_h + \eta^n)\right),\]

where we have used (2.3) in the last equality, and (2.13) in the last inequality. By using (2.3) again we obtain

\[
\mathbb{R}\left(\gamma^{\pm}_h D_\tau \phi^n (Eg^n_h + \eta^n)\right) = D_\tau \mathbb{R}\left(\gamma^{\pm}_h \phi^n (Eg^n_h - \eta^n - 1)\right) - \mathbb{R}\left(\gamma^{\pm}_h \phi^n D_\tau (Eg^n_h - \eta^n - 1)\right)
\]

\[\leq D_\tau \mathbb{R}\left(\gamma^{\pm}_h \phi^n (Eg^n_h - \eta^n - 1)\right) + C |\gamma^{\pm}_h \phi^n||D_\tau (Eg^n_h - \eta^n - 1)| + |D_\tau \eta^n - 1|).
\]

Substituting the last two estimates into (4.11), we have

\[
\frac{1}{2} D_\tau |\nabla_h^n \phi^n|^2_h \leq -\frac{1}{2} D_\tau \sum_{j=1}^M h U_j^{n-\frac{1}{2}} |P\phi_j^n|^2 + C ||P\phi^n||^2_h + CE|\nabla_h^n \phi^n|_h E|Q\phi^n|_h
\]

\[+ D_\tau \mathbb{R}\left(\gamma^{\pm}_h \phi^n (Eg^n_h - \eta^n - 1)\right) + C |\gamma^{\pm}_h \phi^n||D_\tau (Eg^n_h - \eta^n - 1)| + |D_\tau \eta^n - 1|)
\]

\[\leq \frac{1}{2} D_\tau \sum_{j=1}^M h U_j^{n-\frac{1}{2}} |P\phi_j^n|^2 + C ||P\phi^n||^2_h + CE|\nabla_h^n \phi^n|_h (E|\nabla_h^n \phi^n|_h + E||P\phi^n||_h)\]

\[+ D_\tau \mathbb{R}\left(\gamma^{\pm}_h \phi^n (Eg^n_h - \eta^n - 1)\right) + C |\gamma^{\pm}_h \phi^n||D_\tau (Eg^n_h - \eta^n - 1)| + |D_\tau \eta^n - 1|)
\]

\[\leq \frac{1}{2} D_\tau \sum_{j=1}^M h U_j^{n-\frac{1}{2}} |P\phi_j^n|^2 + C ||P\phi^n||^2_h + CE|\nabla_h^n \phi^n|_h (E|\nabla_h^n \phi^n|_h + E||P\phi^n||_h)\]

\[+ D_\tau \mathbb{R}\left(\gamma^{\pm}_h \phi^n (Eg^n_h - \eta^n - 1)\right) + C |\gamma^{\pm}_h \phi^n||D_\tau (Eg^n_h - \eta^n - 1)| + |D_\tau \eta^n - 1|)
\]
where we have used (4.7) to derive the last inequality, which holds for arbitrary \(|Q|\) above.

Multiplying the inequality above by \(\tau\) and summing up the results for \(n = 0, \ldots, k - 1\), we obtain

\[
\frac{1}{2} |\nabla_h^k \phi^k|^2_h \leq -\frac{1}{2} \sum_{j=1}^{M} h^j \left( T^k \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|^2 + C \tau \sum_{n=0}^{k-1} E|\nabla_h^k \phi^k|_h + C \tau \sum_{n=0}^{k-1} E|\nabla_h^k \phi^k|_h \right) + \Re \left( \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|^2 + \sum_{n=0}^{k-1} |D_r \tau E g_{n-1}|^2 + \sum_{n=0}^{k-1} |D_r \tau \eta_{n-1}|^2 \right) \}

\[
\leq C \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|_h + C \tau \sum_{n=0}^{k-1} \|P \phi^n\|_h^2 + \delta |\nabla_h^k \phi^k|^2 + \delta^{-1} |E g_{k-1}^n + \eta_{k-1}|^2
\]

\[
\leq C \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|_h + \delta \|P \phi^k\|_h^2 + C \tau \sum_{n=0}^{k-1} \|P \phi^n\|_h^2
\]

\[
+ \delta |\nabla_h^k \phi^k|^2 + (\delta + 2 \delta^{-1} \epsilon T^{-\frac{5}{2}} + \delta^{-1} \epsilon^2 T^2 \tau^{-5}) \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|^2
\]

\[
+ 2 \delta^{-1} |E g_{k-1}^n|^2 + \delta^{-1} \tau \sum_{n=0}^{k-1} |D_r g_{n-1}^n|^2
\]

\[
+ \delta^{-1} \|f^{k-1}\|^2_h + C \tau \sum_{n=0}^{k-1} \|D_r f^{n-1}\|^2_h,
\]

where we have used (4.7) to derive the last inequality, which holds for arbitrary \(\delta > 0\) and \(k = 1, \ldots, N\).

Summing up (4.10) and (4.13) yields

\[
\frac{1}{2} \|P \phi^k\|^2_h + \frac{1}{2} |\nabla_h^k \phi^k|^2_h
\]

\[
\leq C \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|_h + \delta \|P \phi^k\|_h^2 + C \tau \sum_{n=0}^{k-1} \|P \phi^n\|_h^2 + \delta |\nabla_h^k \phi^k|^2
\]

\[
+ \left(2 \delta + 2 \delta^{-1} \epsilon T^{-\frac{5}{2}} + \epsilon T^{-\frac{5}{2}} + \delta^{-1} \epsilon^2 T^2 \tau^{-5}\right) \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|^2
\]

\[
+ \delta^{-1} \|f^{k-1}\|^2_h + C \tau \sum_{n=0}^{k-1} \|D_r f^{n-1}\|^2_h,
\]

\[
+ \left(2 \delta + 2 \delta^{-1} \epsilon T^{-\frac{5}{2}} + \epsilon T^{-\frac{5}{2}} + \delta^{-1} \epsilon^2 T^2 \tau^{-5}\right) \tau \sum_{n=0}^{k-1} |\nabla_h^k \phi^k|^2
\]
\[ + 2\delta^{-1}|Eg_k|2 + \delta^{-1} \sum_{n=0}^{k} (|g_n^2| + |D_n g_n^2|) \]
\[ + \delta^{-1} \|f^{k-1}\|_h + C \tau \sum_{n=0}^{k-1} (\|f^n\|_h^2 + \|D_n f^n\|_h^2) \]
\[ \leq C \tau \sum_{n=0}^{k} (\nabla_h \phi^n|_h + \delta \|\mathcal{P}\phi^n|_h^2 + C \tau \sum_{n=0}^{k} (\|\mathcal{P}\phi^n|_h^2 + C \delta (\|\mathcal{P}\phi^n|_h^2 + |\nabla_h \phi^n|_h^2)) \]
\[ + (2\delta + 2\delta^{-1} \tau \delta^{-1} + \epsilon \tau \delta^{-2} + \delta^{-1} \epsilon^2 \tau^2 \delta^{-2}) \tau \sum_{n=0}^{k} (\|\mathcal{P}\phi^n|_h^2 + |\nabla_h \phi^n|_h^2)) \]
\[ + 2\delta^{-1}|Eg_k|2 + \delta^{-1} \sum_{n=0}^{k} (|g_n^2| + |D_n g_n^2|) \]
\[ + \delta^{-1} \|f^{k-1}\|_h + C \tau \sum_{n=0}^{k} (\|f^n\|_h^2 + \|D_n f^n\|_h^2), \quad (4.14) \]

where we have used the discrete $H^1$ norm to bound the trace at $x_{\pm}$. By choosing $\delta$ sufficiently small and $\epsilon = O(\tau^2)$, we obtain

\[ \|\mathcal{P}\phi^n|_h^2 + |\nabla_h \phi^n|_h^2 \leq C \tau \sum_{n=0}^{k} (\|\mathcal{P}\phi^n|_h^2 + |\nabla_h \phi^n|_h^2) \]
\[ + C (\|f^{k-1}|_h^2 + |g_k^2| + |g_{k-1}^2|) \]
\[ + C \tau \sum_{n=0}^{k-1} (\|f^n|_h^2 + \|D_n f^n\|_h^2 + |g^n|_h^2 + |D_n g^n|_h^2). \quad (4.15) \]

Then the discrete Gronwall’s inequality implies (4.4).

### 4.2. Error estimate

Let $u^n = (u(x_0, t_n), u(x_1, t_n), \ldots, u(x_{N+1}, t_n))$ denote the vector whose entries are the nodal values of the exact solution of (1.3) at the time $t_n$, and let $u^n$ denote the numerical solution given by the numerical scheme (3.4). Let $\phi^n = u^n - u^n$ denote the error of the numerical solution, which satisfies the error equation (4.1)-(4.3) with $f^n$ and $g_{\pm}^n$ denoting the truncation errors of the numerical scheme, given by

\[ f^n = iD_n \mathcal{P} u(t_n) - iD_n \mathcal{P} \mathcal{L}^2 u(t_n) - [\mathcal{L}^2 \mathcal{P} + \mathcal{P} \mathcal{L}^2] u(t_n), \quad (4.16) \]
\[ g_{\pm}^n = i \tau^{-\frac{1}{2}}(K^L - K) \mathcal{P} \mathcal{L}^2 u(t_n) + [\tau^{-\frac{1}{2}} \mathcal{L}^2 \mathcal{P} + \mathcal{P} \mathcal{L}^2] u(t_n) - \sqrt{-i(\partial_x + \sigma)} \mathcal{P} \mathcal{L}^2 u(t_n) \]
\[ + \left[ \begin{array}{c}
\frac{\partial_x^2}{\epsilon} u_n^0 - \tau^{-\frac{1}{2}} \epsilon \partial_x u_n^0 \\
\partial_x u_n^0 - \partial_x u_n^0
\end{array} \right], \quad (4.17) \]

By using Taylor’s expansion, the following truncation error estimate can be verified, provided the solution of the PDE problem (1.1) is sufficiently smooth (cf. [21], Appendix C) with $\sigma = 0$:

\[ \|f^n\|_h + \|D_n f^n\|_h \leq C(\tau^2 + h^2), \quad n = 0, 1, \ldots, N - 1, \quad (4.18) \]
\[ |g_{\pm}^n| + |D_n g_{\pm}^n| \leq C(\tau^2 + h^2), \quad n = 0, 1, \ldots, N, \quad (4.19) \]

where $f^{-1} := f^0$ and $g^{-1} := g^0$.

Substituting the truncation error estimates above into Theorem 4.1, we immediately obtain the following estimate for the error of the numerical solutions.
Theorem 4.2. If the solution of the PDE problem (1.3) is sufficiently regular, or equivalently, the solution of the original problem (1.1) is sufficiently smooth, then the following error estimate holds:

$$\max_{1 \leq n \leq N} \left( \| P(u^n_h - u^n) \|_h + | \nabla_h^n(u^n_h - u^n)|_h \right) \leq C(\tau^2 + h^2). \quad (4.20)$$

5. Numerical examples. As discussed in Proposition 3.1 and Theorem 4.1, we use

$$\frac{e^2 \sqrt{\pi}}{2} L^2 \sqrt{0.075L} = \epsilon$$

to adaptively determine the number of Gaussian points $L = \lfloor L_{\epsilon} \rfloor$ for any given tolerance error $\epsilon$. In all the numerical examples below, we take $\epsilon = \tau^2$ with the time step $\tau = T/N$. In this case we have $L = O(\ln N)$. The resulting complexity for evaluating the ABCs up to $N$th time step is $O(N \ln^2 N)$, with storage of $O(\ln^2 N)$.

Two numerical examples are provided below. The first example demonstrates the convergence and complexity of the proposed numerical method. The second example simulates the interaction between an external magnetic potential and the ground state of two nuclei with fixed locations [24]. All the computations are performed by Matlab with double precision.

Example 1. We study the Schrödinger equation with $V(x) = 0$ and $A(x,t) = 0$, whose exact beam-like solution can be given explicitly as

$$u(x,t) = \frac{1}{\sqrt{\zeta + it}} \exp \left[ ik(x - kt) - \frac{(x - 2kt)^2}{4(\zeta + it)} \right], \quad (5.1)$$

where $k$ is a parameter to determine the propagation speed of the beam, and $\zeta$ is a positive parameter to adjust the beam width such that the initial wave function $u_0(x)$ is negligibly small outside of the spatial computation domain $[-3, 3]$. In the calculations, we set $k = 2, \zeta = 0.04$ and the final time $T = 2$.

The errors of numerical solutions in the log$_{10}$ scale are shown in Fig. 5 by increasing the mesh points with $M = N$ from 120 to 3840. Obviously, second-order convergence is observed by comparing the second order slope.

We now investigate the computational complexity of our numerical method. The CPU time (in seconds) is plotted in the right panel of Fig. 5 by comparing the direct method and the fast method proposed in this paper. To observe the dependence of CPU time on the number of time steps, we fix $M = 100$ and increase the number of time steps with $N = 50000, 70000, 90000, \ldots, 300000$. We observe that CPU times of the direct method and the fast algorithm are consistent with the theoretical complexity $O(N^2)$ and $O(N \log^2 N)$, respectively.

Example 2. A bound state will keep its profile if there is no interaction between a quantum system and its environment, while the ionization phenomenon may occur when a time-varying electromagnetic field is applied. To simulate this process, we take the electric potential

$$V(x) = -10 \exp(-10(x-1)^2) - 10 \exp(-10(x+1)^2)$$

and magnetic potential

$$A(x,t) = \frac{5}{\sqrt{\pi}} (1 - \cos(10t)) \exp(-x^2)$$
to model the influence on the nuclei.

To obtain the bound states, we solve the $L^2$-bounded eigenfunctions of the following Schrödinger eigenvalue problem:

$$\left[-\partial_x^2 + V(x)\right] u(x) = \lambda u(x).$$

The bound state associated with the smallest point spectrum is referred to as the ground state, whose energy is $\lambda_0 = -3.7332$, see the left panel of Fig. 5, which is chosen as the initial value of problem (1.3) with the above space-dependent nuclear potential.

We take the computational domain $[-20, 20]$ and the final time $T = 100$. The evolutions of numerical solution (left) with $M = 2560$ and $N = 10240$, and the reference solution (right) are plotted in Fig. 5.3. The reference solution is calculated in an enlarged computational domain by employing sufficiently refined mesh parameters. The errors between numerical solutions and reference solutions are plotted in Fig. 5. One can see that the errors are in the scale of $10^{-5}$.

Again, the CPU times by using the direct method and fast algorithm are shown in Fig. 5.4 in the log$_{10}$ scale with $N = 50000, 70000, \ldots, 300000$. We can see a significant reduction of the CPU time by the fast algorithm, which behaves linearly with respect to the total number of time steps.
6. Conclusion. The one-dimensional Schrödinger equation in the whole space was reformulated into an initial-boundary value problem in a bounded domain of computational interest with an artificial boundary. The Crank-Nicolson finite difference method, together with a new fast algorithm for approximating the ABC, was proposed to solve the initial-boundary value problem. The new fast algorithm approximates the discrete convolution coefficients by a sum of exponentials derived through applying the Gauss quadrature on dyadically decomposed subintervals. A criterion determining the number of quadrature points was proposed to guarantee an overall second-order accuracy of the fully discrete numerical method. Numerical examples were provided to support the theoretical analysis and to demonstrate the effectiveness of the proposed numerical method.

Compared with the existing fast algorithms for convolution quadrature (e.g. [23, 30]), the fast algorithm presented in this paper does not require log(N) contours for quadrature points, though the total number of quadrature points are of the same order. The spatial discretization in this paper is based on the finite difference method. We have tested (4.1) by $D_t \mathcal{P} \phi^n$ (discrete time derivative of the solution) to derive a stability estimate for the finite difference method, which together with the estimate (4.18) for the defect yields an optimal-order error estimate for the numerical solutions. The stability analysis can be extended to finite element spatial discretization of any order (see [3]), but the defect estimate would be one-order lower than the finite
difference method (due to the Ritz projection error of the finite element method). Therefore, for the piecewise linear finite element method, convergence of $O(\tau^2 + h)$ in the $H^1$ norm can be proved similarly.

We have assumed that the initial value $u_0$ has a compact support. Strategies to overcome this restriction are given in, e.g., [8] and [22].

We have defined the $Z$-transform as a power series of $z$ (instead of a Lorentz series of $z$) so that the $Z$-transform of a sequence in $\ell^2(\mathcal{H})$ is always holomorphic in the unit disk $\mathbb{D}$ and has traces in $L^2(\partial\mathbb{D}; \mathcal{H})$. This is the same notation as the generating functions that have been widely used in the community of ordinary differential equations; see [15, 25].
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