Control of Poststall Airfoil Aerodynamics Based on Surface Perturbation
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This paper presents an experimental investigation on the control of airfoil aerodynamics at poststall angle of attack \( \alpha \) using a surface perturbation technique. Piezoceramic actuators were deployed to create a local surface perturbation on a NACA0012 airfoil, along with an open-loop control system, to manipulate flow around the airfoil. Two different control signals were examined, i.e., square and sine waves. Whereas the lift and drag forces were measured using a load cell, the flow was documented using a particle image velocimetry, laser Doppler anemometer, and a single hot wire. The surface perturbation significantly improved the airfoil aerodynamics for 12 \( \leq \alpha \leq 20 \) deg. The control effect with the square-wave excitation was found to be much more effective than that with the sine wave. The control was most effective at \( \alpha = 14 \) deg: the mean lift coefficient, lift-to-drag ratio, and figure of merit (i.e., the ratio of the power to aerodynamic efficiencies) were enhanced by 35, 64, and 44%, respectively, whereas the mean drag coefficient dropped by 23%. Furthermore, the airfoil stall was postponed by 3 deg. The physics behind the observations were discussed in detail.

I. Introduction

Flow separation from an airfoil at poststall angle of attack \( \alpha \), due to a large adverse pressure gradient, results in lift decrease, drag increase, and pressure recovery loss [1–3]. This phenomenon frequently occurs in engineering applications such as aircraft, turbomachines, wind turbines, and airfoil-shaped vaned diffusers, which are widely used in centrifugal compressor stages for dynamic pressure recovery, and sets a constraint or limit on the performances of these applications. Naturally, flow manipulation to improve the aerodynamics of airfoils has received a great amount of attention in the literature.

Many control techniques have been developed in the past, which may be classified into two categories, i.e., passive and active controls [4]. The passive control, requiring no external energy input, often relies on reshaping airfoil geometry [5], adding ailerons, flaps, slats, or fences to airfoils [6], and passively transpiring air through the slots on the airfoil surface [7] to postpone flow separation from the airfoil. This kind of technique can only disturb the normal evolution of the flow around the airfoil, instead of flow itself, and thus its performance is rather limited.

In contrast, the active control technique involves an external energy transfer to the flow via actuators to create a desirable effect on flow separation and, subsequently, on the airfoil aerodynamics. For example, Seifert et al. [8] introduced an oscillatory blowing from the surface of an NACA0015 airfoil to disturb the flow around the airfoil, and effectively postponed flow separation from the airfoil, for \( \alpha = 12 \) to 14 deg. As a result, the mean lift coefficient \( C_L \) was increased by 68%, whereas the mean drag coefficient \( C_D \) dropped by 32%. Sinha [9] embedded a capacitively actuated flexible membrane transducer near the leading edge of a NACA0012 airfoil to control flow separation from the airfoil. This actuator had a potential to modulate the local pressure gradient of the airfoil near the actuation area and, subsequently, flow separation from airfoil, which was ascribed to an amplified transmissive perturbation by the actuator within the airfoil boundary layer. Zaman et al. [10] and Hsiao et al. [11] installed a loudspeaker outside an LRN(17)-1007 airfoil and inside a NACA 631-018 airfoil, respectively. The acoustic excitation from the loudspeaker suppressed flow separation. In both cases, there was a maximum increase of 50\% in \( C_L \) at \( \alpha \geq 18 \) deg. Although these traditional active techniques are effective, the aerodynamic gains made by them are often offset by their inherent drawbacks, such as too many auxiliary equipments, excessive weight, and high excitation level.

In the past decade, smart-material-based technology has become the enabler that cuts across traditional boundaries between material science and engineering. One of the typical products produced out of this smart technology is the advanced piezoceramic actuator, which is often smaller, lighter, and more energy-efficient than many traditional actuators. This type of actuator has been used to develop new active flow-control techniques. Seifert et al. [12] mounted an array of piezoceramic actuators along the span of a PR8-40-SE (Israel Aircraft Industries) airfoil. Once excited, these actuators could oscillate in-phase or antiphase to each other, creating a favorable effect on flow separation from the airfoil and achieving an increase in \( C_L \) up to 22\% and a decrease in \( C_D \) up to 20\%, compared with the uncontrolled flow, for \( \alpha = 8 \) to 18 deg. Melton et al. [13] placed a piezoceramic actuator at the leading edge of a NASA energy-efficient transport high-lift airfoil to manipulate the flow and successfully postponed the flow separation, achieving a maximum increase in \( C_L \) by 15\% at \( \alpha = 15 \) deg. Cheng et al. [14] recently developed a surface perturbation technique, based on piezoceramic actuators, to manipulate a square-cylinder wake, which proved to be very effective in manipulating, either enhancing or suppressing, vortex shedding from the cylinder [15,16]. Both open-loop and closed-loop control were deployed. One naturally wonders whether this surface perturbation technique, combined with the control approach, could be applied to control flow separation from an airfoil. Flow separation from a cylinder is characterized by flip-flop alternate vortex shedding from the two sides of the cylinder. On the other hand, the roll up of the shear layer over the suction side of the airfoil does not seem to interact so vigorously with vortices generated at the trailing edge. This difference implies that a flow-control technique that is effective in the manipulation of flow separation from a cylinder may not work well for that from an airfoil.

In this work, we investigate how to adapt the surface perturbation technique, based on ceramic actuators, to the effective control of flow separation from a NACA0012 airfoil. Different activating signals...
were examined, including square- and sine-wave signals. The control performance was evaluated in terms of the forces on the airfoil, which were measured using a load cell. To understand the underlying physics, the control effect on the flowfield around the airfoil was measured and analyzed in detail using a particle image velocimetry (PIV), a laser Doppler anemometry (LDA), and a single hot wire.

II. Experimental Details

Experiments were carried out in a closed-circuit wind tunnel with a square working section \((0.6 \times 0.6 \, \text{m})\) of 2.4 m in length. The wind speed was adjusted with a frequency inverter and measured with a Furness electronic micromanometer (FCO510), whose experimental uncertainty was estimated to be about 2%. The designed wind-speed range in the working section is \(2 - 50 \, \text{m/s}\), over which the flow has been confirmed to be stable. For example, the flow nonuniformity is 0.2% and its longitudinal turbulence intensity is 0.1% at 2.4 m/s. Readers may refer to Huang et al. [17] for more details about the tunnel.

A NACA0012 airfoil with a chord length of \(c = 250 \, \text{mm}\) and a span length of \(l = 550 \, \text{mm}\) was horizontally fixed on both sides of the test section through a pitching pivot (Fig. 1a). For simplicity, measurements were only conducted at a typical freestream velocity \(U_\infty = 3 \, \text{m/s}\), corresponding to the Reynolds number \(Re_c (U_\infty c) = 2.3 \times 10^5\).

![Diagram of experimental setup](image-url)

**Fig. 1** Airfoil a) experimental arrangement, and b) cross section (\(\alpha = 14 \, \text{deg}\)), the location and dimension of the control mechanism, the hot-wire position, and the PIV measurement area.
where $v$ is the kinematic viscosity of $4.9 \times 10^{-4}$, to demonstrate the control effect. At this $Re$, and poststall $\alpha$, the flow over the airfoil has already transitioned to turbulence [18].

Three curved piezoceramic THUNDER actuators (thin layer composite unimorph piezoelectric driver and sensor) were embedded inside a slot 290 mm long, 18 mm wide, and 5 mm deep on the upper side of the airfoil, which was 95 mm or 0.38c from the airfoil leading edge, shown in Fig. 1b. Seifert et al. [12] used similar piezoceramic actuators to the present ones, though much larger in size, to enable effective actuation, and demonstrated an effective improvement in airfoil aerodynamics when the actuators were placed near 0.4c from the airfoil leading edge. Note that, because the actuation spans only 53% of the whole airfoil, the actuation could produce a three-dimensional effect on the flow, which is unlikely to be significant because of the small oscillation amplitude (a maximum root mean square value of 1.8 mm) of the actuators. The THUNDER actuators, developed by the NASA Langley Research Center and produced by FACE International Corp., deform out of plane under an excitation voltage. THUNDERs have many advantages over conventional piezoceramic actuators, such as large displacement, acceptable load capacity, and small size. Typically, without any loading, the present actuator (THUNDER-8R) with a physical dimension of $63 \times 14 \times 0.43$ mm can oscillate at a maximum displacement of about 2 mm (without any loading) and a frequency of up to 2 kHz [19]. The actuators were cantilever-installed to create the maximum perturbation displacement in a direction approximately normal to the airfoil surface and thus the best control performance under the same excitation condition [15]. The actuators and the walls of the slot around the actuators were well lubricated to minimize the contact friction. A plastic plate covered the slot, flush with the airfoil surface. One side of the plate near the front corner of the slot was fixed and the other side was free to form a “flap” (see the cutout in Fig. 1a). The plate was connected with the three actuators separately using three small pins. Driven by the actuators, the plate would oscillate to create a local perturbation on the flow. The actuators were simultaneously activated by a signal with controllable frequency $f_p$, voltage $V_p$, and waveform, generated by a signal generator (model DS345) and amplified by two dual-channel piezodriver amplifiers (Trek PZD 700). The natural frequency of these installed actuators was about 8 Hz, at which the root mean square value of the perturbation displacement $y_{rms}$ ($y_{rms} = 141 \text{ V}$) was largest, up to about 1.8 mm (Fig. 2a). In addition, at $f_p = 8$ Hz, $y_{rms}$ increased with the increasing rms value of $V_p$, i.e., $y_{rms}$ (Fig. 2b), though not linearly [20].

The mean lift and drag forces $L$ and $D$ were measured using a three-component load cell (Kistler 9251A) mounted at one end of the pivot (Fig. 1a). The force-measuring range and sensitivity of the load cell were up to 5 kN and 8 pC/N, respectively. The origin of the coordinate system was defined at the pivot center, with the coordinates $x$, $y$, and $z$ along the streamwise, transverse, and spanwise directions, respectively. The distance between the pivot center and the airfoil leading edge along the chord is 110 mm (Fig. 1a). A single white wire, made of 5 $\mu$m tungsten wire, was placed downstream of the perturbation surface at $0 < x/c < 0.0083$, $0.1 < y/c < 0.15$, $z/c = 0$ to monitor a possible modification in streamwise fluctuating flow velocity $u$ under control. A dual-beam laser vibrometer (Polytec Series 3000) was deployed to measure the displacement $Y_p$ near the tip of the perturbation surface, i.e., $x/c = -0.02$, $y/c = 0.056$, and $z/c = 0$. This measurement position was determined by moving the laser head to locate the maximum displacement for each excitation frequency $f_p$ and voltage $V_p$. The measurement uncertainty of the laser vibrometer was about 0.5%. All the measured signals, $L$, $D$, $u$, and $y_{rms}$, were conditioned and digitized using a 12-bit a/d board at a sampling frequency of 2 kHz per channel. The duration of each record was about 20 s. In addition, the control effect on the crossflow distributions of the mean flow velocity $U$ and $V$, and the rms values of the fluctuating velocities $u_{rms}$ and $v_{rms}$, in the $x$ and $y$ directions, were measured using a twocomponent LDA system (Dantec 58N40). The measuring volume has a minor axis of 1.18 mm and a major axis of 2.48 mm. The measured mean velocity was estimated to have an error of less than 3% and the corresponding error for measured rms values was less than 10% [21].

A Dantec standard PIV2100 system was used to measure the flow, near the airfoil, in the $x$-$y$ plane and the $x$-$z$ plane. Flow was seeded by smoke generated from paraffin oil and was illuminated by two New Wave standard pulsed laser sources of a wavelength of 532 nm, each having a maximum energy output of 120 mJ. Digital particle images were taken using one charge-coupled device camera (HiSense type 13, gain 4, double frames, 1280 x 1024 pixels). A Dantec FlowMap Processor (PIV2100 type) was used to synchronize image-taking and illumination. A wide-angle lens was used so that each image covered an area of $155 \times 135$ mm, i.e., $x/c \approx 0.62$ and $y/c \approx -0.12 \sim 0.42$, for the measurement in the $x$-$y$ plane and $110 \times 60$ mm, i.e., $z/c \approx -0.22 \sim 0.22$ and $y/c \approx 0.06 \sim 0.3$, for the measurement in the $y$-$z$ plane. The image magnifications in the $x$-$y$ and the $y$-$z$ plane were 0.12 mm/pixel and 0.08 mm/pixel, respectively. In the image processing, 32 x 32 rectangular interrogation areas were used. Each interrogation area included 32 pixels with a 25% overlap with other areas. The ensuing in-plane velocity vector field consisted of $53 \times 42$ vectors. The spanwise and streamwise vorticity components $\omega_y$ and $\omega_z$ were approximately derived, based on a central difference scheme, from PIV-measured velocities. The spatial resolution of the vorticity estimate depends on grid spacing, about 2.8 and 1.7 mm, respectively. See Zhang et al. [21] for more details about the PIV measurement.

### III. Optimization of Control Performances

A series of tests were performed to determine the optimal parameters of the signal activating the actuators, i.e., the perturbation frequency $f_p$ and the perturbation voltage $V_p$, under which the mean lift coefficient $C_L = L/(0.5\rho U^2 \alpha_c l)$ and the mean drag coefficient $C_D = D/(0.5\rho U^2 \alpha_c l)$ can be effectively enhanced or impaired, where $\rho$ is air density. In view of the presently relatively high-blockage ratio ($\approx 10\%$), both $C_L$ and $C_D$ were corrected using an equation proposed by Maskell [22],

\[
\frac{C_1}{C_2} = 1 + \frac{S}{C_1 S_1}{S_2}
\]

where $C_1$, $C_2$, $S_1$, $S_2$, and $S$ represent the measured coefficient, corrected coefficient, effective blockage area induced by the airfoil,
cross-sectional area of the wind tunnel, and blockage factor (≈0.96), respectively.

Figure 3 shows the results of optimizing \( f_p \) and \( V_{p} \) (\( \alpha = 14 \) deg) under the excitation of a square-wave signal. As step 1, the fundamental frequency \( f_p \) was adjusted from 0 to 40 Hz with \( V_{p,rms} \) fixed at the maximum permissible voltage of the actuator (≈141 V) (Fig. 3a). The unperturbed \( C_L \) and \( C_D \), as indicated by two dashed lines, are given in the figure to provide a benchmark. At \( f_p = 8 \) Hz, \( C_L \) and \( C_D \) reach the maximum and the minimum, respectively. This is reasonable because the natural frequency of the actuator was presently designed at 8 Hz (Fig. 2). A larger \( V_{p,rms} \) corresponds to a better performance in controlling fluid–structure interaction [14]. Therefore, the correspondence between the largest \( Y_{p,rms} \) and the best control performance at \( f_p = 8 \) Hz, i.e., a normalized reduced forcing frequency \( F^* = (f_p c/U_{\infty})^2 \) of 0.67, is not unexpected. One remark is due. The same \( Y_{p,rms} \) should really be applied for the purpose of quantifying the effect of \( f_p \) on \( C_L \) and \( C_D \). This would be almost impossible because \( Y_{p,rms} \) varies greatly with \( f_p \) (Fig. 2a). In step 2, \( V_{p,rms} \) was varied from 0 to 141 V at \( f_p = 8 \) Hz (Fig. 3b). \( C_L \) increases monotonically with increasing \( V_{p,rms} \), whereas \( C_D \) decreases. In step 3, with \( V_{p,rms} \) set at 141 V, \( f_p \) was retuned, yielding a very similar result to that in Fig. 3a, with \( C_L \) and \( C_D \) reaching the maximum and the minimum, respectively, at \( f_p = 8 \) Hz. This implies that the optimization of the parameters were already converged in the first three iterations, that is, \( f_p = 8 \) Hz and \( V_{p,rms} = 141 \) V were the optimal parameters for the square-wave excitation. Note that thus determined optimal control parameters (\( f_p \) and \( V_{p} \)), due to a possible inherent coupling between them, might not in general be the best. However, the control performance is presently improved monotonically with increasing \( V_{p,rms} \) (Fig. 3b). With the initial \( V_{p,rms} \) set at the maximum available, the best control performance could be achieved with tuning only \( f_p \). Indeed, after setting \( f_p = 8 \) Hz, the control performance is not improved any further with changing \( V_{p,rms} \) from 0 to 141 V. Therefore, it is safe to say that the best control performance has been approximately achieved with \( f_p = 8 \) Hz and \( V_{p,rms} = 141 \) V. Figure 4 shows the typical transient behaviors of lift and drag signals when the perturbation, with the optimal parameters used, is applied. It is evident that, under the perturbation, the lift is increased rather remarkably, whereas the drag is effectively reduced.

The excitation of a sine-wave signal was also examined, following the aforementioned optimization procedure. The results are not shown here. It turned out that, for \( \alpha = 12 \sim 20 \) deg, \( f_p = 8 \) Hz and \( V_{p,rms} = 141 \) were found to be the optimum parameters, irrespective of the sine- or square-wave excitation. Unless otherwise stated, the results associated with the two optimal parameters will be presented and discussed hereinafter.

### IV. Control Performances

The control performance was first evaluated in terms of enhancing \( C_L \). Figure 5 shows the control effect on \( C_L \) as \( \alpha \) varies from 8 to 23 deg. Both sine- and square-wave excitations were examined. Without control, \( C_L \) achieves the maximum at \( \alpha = 11 \) deg, and then declines rapidly. It is well known that, for a NACA0012 airfoil, the stall occurs normally at \( \alpha = 14 \) deg, where the flow begins to separate from the airfoil [23]. With the sine-wave excitation introduced, \( C_L \) increases appreciably at \( \alpha > 11 \) deg. However, under the square-wave excitation, \( C_L \) is significantly enhanced for \( 12 \leq \alpha \leq 20 \) deg. The stall angle is decreased from 11 to 14 deg and the maximum \( C_L \) at \( \alpha = 14 \) deg climbs by 35% compared with the unperturbed case.

The control performance was then evaluated in terms of \( C_D \), lift-to-drag ratio \( L/D \), and figure of merit (F.M.), which is defined as the ratio of the power to aerodynamic efficiencies:

\[
\text{F.M.} = \frac{\eta}{C_L/C_D} \tag{2}
\]

where \( \eta \) stands for the airfoil power coefficient \( [\dot{C}_L/(\dot{C}_D + C_L)] \). The input power coefficient \( C_W \) is given by \( W/(0.5\rho c U_{\infty}^2) \), where

![Fig. 4 Typical transition of aerodynamic coefficient signal with and without perturbation when the square wave excitation was used: a) lift coefficient signal, b) drag coefficient signal; \( \alpha = 14 \) deg, \( f_p = 8 \) Hz.](image)

![Fig. 5 Mean lift coefficient \( C_L \) vs angle of attack \( \alpha \) with and without perturbation.](image)
$W_i$ is the power applied to the actuators. The figure of merit may be used as a criterion for assessing the power efficiency of a control technique \cite{12}. Table 1 presents $C_L$, $C_D$, $L/D$, and F.M. under sine- and square-wave excitations. In both cases, $C_L$, $L/D$, and F.M. are enhanced and $C_D$ is reduced, demonstrating not only the effective control of airfoil aerodynamics but also a high-power efficiency of the technique applied. The best control performance was achieved at $\alpha = 14$ deg with the square-wave excitation used; $C_L$, $L/D$, and F.M. climbed by 35, 64, and 44%, respectively, and $C_D$ dropped by 23%, compared with the unperturbed flow. It is interesting to note that the square-wave excitation outperforms the sine-wave excitation in every category, resulting in a much higher increase in $C_L$, $L/D$, and F.M., and a more pronounced reduction in $C_D$. One explanation is that the square-wave perturbation signal includes not only the fine-tuned fundamental frequency component but also its harmonics (Fig. 6a), which may capitalize optimally the inherent instabilities in the shear layer around the airfoil. On the other hand, the sine-wave one contains only the perturbation-frequency component (Fig. 6a), which might not be able to cover all the inherent instabilities in the shear layer. Margalit et al. \cite{25}, Amitay et al. \cite{26}, and Bons et al. \cite{27} also observed that the square-wave modulated excitation was superior to the sine-wave excitation when using different kinds of zero-net-mass-flux actuators to control shear layer separation from a Delta airfoil, a unconventional NACA airfoil with a half-circular cylinder as the leading edge and an airfoil-shaped vane, respectively. They also attributed the difference to additional harmonic components in the square wave, and explained that these harmonic components in the square wave might enable a more effective amplification of the most unstable modes of separated shear layer and, subsequently, enhance momentum transfer across the layer. Furthermore, the “effective” control energy associated with the square wave may be greater than that associated with the sine wave. One way to quantify the energy of $E_{Y_p}(E_{Y_p,\Delta f})$ associated with the $n$th harmonic $f^{(n)}_p$ of $f_p(=8$ Hz) is to integrate $E_{Y_p}$ over a $-3\text{ dB}$ bandwidth about $f^{(0)}_p$, which is then multiplied by $Y_{p,\text{rms}}$. The calculated $E_{Y_p,\Delta f}$ with $n = 1, 2, 3, \ldots, 8$ is given in Fig. 6b.

<table>
<thead>
<tr>
<th>Excitation</th>
<th>Sine wave</th>
<th>Square wave</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_L$</td>
<td>$C_D$</td>
</tr>
<tr>
<td>12 deg</td>
<td>4% ↑</td>
<td>6% ↓</td>
</tr>
<tr>
<td>14 deg</td>
<td>2% ↑</td>
<td>8% ↓</td>
</tr>
<tr>
<td>16 deg</td>
<td>4% ↑</td>
<td>3% ↓</td>
</tr>
<tr>
<td>20 deg</td>
<td>3% ↑</td>
<td>2% ↓</td>
</tr>
</tbody>
</table>

![Fig. 6](image-url)
Apparently, due to the harmonic components, the total of $F_{T, \Delta f}$ under the square-wave excitation is much larger than that under the sine wave, which may be partially responsible for the better performances of the former than the latter. It is worth mentioning that the sine-wave excitation has been widely applied previously [11-13]. The present observation suggests that the control performance of the previous investigations, at least some of them, could have been further improved if a square-wave excitation had been used.

V. Discussions

To gain a better understanding of the underlying control mechanism, the perturbation effect on the flowfield near the airfoil is investigated. All measurements were conducted at $\alpha = 14$ deg, where the control performance is most pronounced (Sec. IV). Figure 7 presents the typical transient behavior of the instantaneous streamwise flow velocity $U$, as measured using a hot wire placed at $x/c = 0$ and $y/c = 0.1$, when the perturbation was off and on. Although the sine-wave excitation slightly changed $U$ (Fig. 7a), the square-wave excitation increased both the mean and fluctuating components of $U$ (Fig. 7b). The control effect on the global flowfield is reflected in the crossflow distributions of the mean and rms values of the flow velocity in $x$ and $y$ directions, i.e., $\overline{U^*}$, $\overline{V^*}$, $u_{rms}$, and $v_{rms}$ (Fig. 8), measured using LDA at $x/c = 0.008$ above the airfoil with and without the perturbation. In this paper, the asterisk denotes normalization by $U_{\infty}$. The maximum $\overline{U^*}$, $\overline{V^*}$, $u_{rms}$, and $v_{rms}$ for $y/c < 0.2$ increases by 7.2, 2.3, 11.5, and 8.0%, respectively, with the sine-wave excitation. The corresponding increase is 34, 13, 36, and 32% with the square-wave excitation. Dandois et al. [28] deployed a zero-net-mass-flux actuator to control flow separation from a ramp, and set the forcing frequency near the frequency of the separated shear layer. They also observed the enhanced mean and fluctuating streamwise velocities. Under the square-wave excitation, the increase in these quantities is discernible at $x/c = 0.128$ (Fig. 9), and even at $x/c = 0.248$ (Fig. 10), though the $x/c$ range, where this increase is appreciable, shrinks. Note the appreciable increase in $\overline{U^*}$ and $\overline{V^*}$ measured at the location ($y/c \approx 0.06$) nearest to the airfoil surface, which is in the boundary layer of the airfoil [1], under the square-wave excitation (Figs. 8a-8d, 9a-9d, and 10a), implying an enhanced momentum in the boundary layer of the airfoil. Note that the increases in $u_{rms}$ and $v_{rms}$ are not always desirable, which are associated with larger fluctuating lift and drag forces and hence a possible airfoil oscillation to some degree [29-30].

The increased flow velocities due to the perturbation is linked to the generation of large-scale vortices above the airfoil surface [4,31]. Figures 11 and 12 present the typical isocontours of the PIV-measured instantaneous spanwise and streamwise vorticity, i.e., $\omega_z = \omega_z/c$ and $\omega_x = \omega_x/c$ at $x/c = 0.008$, with and without perturbation. In the absence of perturbation, flow separation from the airfoil leading edge is evident, forming a rather large recirculation region (Figs. 11a and 12a). However, in the presence of perturbation, the separated shear layer tends to reattach to the airfoil surface, suggesting a weakened flow separation, which is associated with the generation of vortical structures near the airfoil surface (Figs. 11b, 11c, 12b, and 12c). This is more evident when the square-wave excitation is deployed (Figs. 11c and 12c), where large-scale vortices occur and, accordingly, the recirculation region is minimum. The averaged vortex circulation $\Gamma$, estimated based on 45 PIV images in the $x$-$y$ plane, was enhanced by 39% compared with the uncontrolled case. Each circulation $\Gamma$ associated with a vortex is estimated by numerical integration [32]

$$\Gamma^* = \frac{\Gamma}{U_{\infty}c} = \sum_{i=1}^{45} \sum_{j=1}^{42} (\omega_z^*)_{ij} \Delta A \frac{\Delta x \Delta y}{c^3}$$

where $(\omega_z^*)_{ij}$ is spanwise vorticity over area $\Delta A = \Delta x \Delta y$, $\Delta x$ and $\Delta y$ being the integral step along the $x$ and $y$ directions, respectively. The cutoff level was set at $|\omega_z^*| = 3$, about 6% of $|\omega_z^*_{\text{max}}|$, which is similar to that used by Cantwell and Coles [32].

Using numerical simulation and a periodic blowing-suction technique, Wu et al. [24] also made similar observations to that in Fig. 11c on a NACA0012 airfoil for $20 \leq \alpha \leq 30$ deg when the excitation frequency was equal to the frequency $f_s$ of vortices shed from the airfoil leading edge. They attributed the observation to the lock-in or resonant relationship between flow and excitation. Under the resonant condition, the unfavorable random modes that exist in the uncontrolled flow would be suppressed, making the unstable dominating vortex mode more periodical and stronger. This
large-scale vortex would have the ability to entrain the high-momentum incoherent fluid into its core, enhancing the coalescence or emergence of small vortices. The more concentrated vortex would carry more favorable circulation with a lower pressure above the airfoil surface, thus producing a higher lift force than the uncontrolled case. Based on similar physics, Unal and Rockwell [33] and Zhang et al. [34] also found the formation of large-scale vortices in the wake of a cylinder, which was responsible for the lift enhancement. Meanwhile, the concentrated vortex would transfer high-momentum fluid from the freestream into the boundary layer around the airfoil surface, contributing to the larger magnitudes of $U^*$ and $V^*$, and consequently postpone flow separation from the airfoil.

The present experimental data corroborate the analysis of Wu et al. [24]. The measured $f_1$, (the hot wire was placed at $x/c = 0.008$ and $y/c = 0.15$) for $12 \leq \alpha \leq 20$ deg was locked into $f_2 = 8$ Hz, especially when the square-wave excitation was introduced, as evident in Fig. 13. This might be due to the fact that the unperturbed $f_1$ was measured at about 8 Hz within this $\alpha$ range, which could also be approximately estimated using the equation $f_1 = U_\infty Sr / [c \sin(\alpha)]$ [35]. Here $Sr$ stands for the corresponding Strouhal number at each $\alpha$. Furthermore, the natural frequency $f_u$ of the actuators was presently designed to be 8 Hz, under which $y_{rms}$ reached the maximum, up to 1.8 mm (Fig. 2). The large $y_{rms}$ might further strengthen the flow to be locked into the perturbation, which had been observed by Zhang et al. [15]. The strong lock-in phenomenon led to the formation of the large-scale vortices and, subsequently, the enhancement in the vortex circulation above the airfoil (see the examples in Figs. 11c and 12c). In the meantime, the momentum in the boundary layer above the airfoil surface was increased under control (see examples in Figs. 8–10). Therefore, the present lift force on the airfoil and the flow separation from the airfoil for $12 \leq \alpha \leq 20$ deg, according to Wu et al. [24], would be subjected to effective enhancement and impairment, respectively. The impaired flow separation would further lead to an increase in lift force and a decrease in drag force as well, consistent with the results in Fig. 5 and Table 1. Note the unperturbed and perturbed $f_1$ at $\alpha = 14$ deg were almost equal to each other (Fig. 13), implying the occurrence of a rather strong resonant phenomenon in the flow. To confirm this, the control effect on the $u$ spectrum $E_u$ at three different streamwise locations above the airfoil, i.e., $x/c = 0.008, 0.128,$ and 0.248 ($y/c = 0.15$), where the control effect on flow separation is evident (Figs. 8–11), was examined based on LDA measurements, shown in Fig. 14. Without perturbation, a very small peak in $E_u$, due to vortex shedding from the airfoil, occurs at $f_1 = 8$ Hz or $f_1^* = 0.67$. The nearby number indicates its peak magnitude. The asterisk denotes the normalization of frequency $f$ by $c$ and $U_\infty$, i.e., $f^* = f c / U_\infty$. With the perturbation applied ($f_1^* = f_2^*$), the peak magnitude at $f_2^*$ was greatly enlarged, irrespective of locations, suggesting the significant amplification in the energy of the dominant vortices as a result of the synchronization between $f_2^*$ and $f_1^*$. Similar measurements to those shown in Fig. 14 were also conducted at other $\alpha$ within the effective $\alpha$ range (not shown), but the modification in $E_u$ at $f_2^*$ was less obvious. Subsequently, the best control performance at
VI. Conclusions

Control of airfoil aerodynamics at poststall attack angles has been experimentally investigated using a surface perturbation technique, which is characterized by lightweight and small-size actuators, low-energy input, and high-power efficiency. The control action was implemented through the local surface perturbation on the airfoil generated by piezoceramic actuators. The investigation leads to following conclusions:

1) The proposed perturbation technique is effective to improve airfoil aerodynamics for $12 \leq \alpha \leq 20$ deg. The best control performance was obtained at $\alpha = 14^\circ$ when the square-wave excitation was used, resulting in a maximum enhancement of 35, 64, and 44\% in $C_L$, $L/D$, and F.M., respectively, and a maximum impairment of 23\% in $C_D$. The stall angle was increased from 11 to 14 deg. The control under square-wave excitation overwhelms that under sine-wave excitation. The difference was ascribed to the fact that a square wave consists of harmonic components as well as the perturbation frequency, which could optimally capitalize the inherent instabilities of the flow and meanwhile supply more effective excitation energy than a sine wave.

2) The control physics lie in the generation of the large-scale vortices above the airfoil. In successful control, the unstable flow separation or vortex shedding from the airfoil is locked in by the controlled surface perturbation. The lock-in phenomenon greatly enhances the main vortex strength, forming the large vortex structures above the airfoil. These large-scale vortices may increase the lift force on the airfoil and the momentum in the airfoil boundary layer. The latter may act to suppress flow separation. Subsequently,
the final lift and drag forces on the airfoil would be increased and decreased, respectively.
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